## Open questions

Notes by Henry Corrigan-Gibbs and Yael Kalai
MIT - 6.5610
Lecture 24 (May 6, 2024)

Warning: This document is a rough draft, so it may contain bugs. Please feel free to email me with corrections.

## Outline

- One-way functions
- Public-key primitives
- Quantum cryptanalysis
- Secure computation
- What's next?

The plan today is to revisit each of the topics that we covered in the course, and to look at a few of the open research problems in each area. My goals today are to (1) entertain you and (2) convince you that cryptography is one of the most exciting research areas in computer science.

## One-way functions, PRGs, PRFs, etc.

The revolutionary idea of modern crypto is to base the security of cryptosystems on the conjectured hardness of some computational problem. While cryptographers had implicitly used this idea for centuries, it was not until the field of computational complexity developed-along with the notions of the complexity classes $P, N P$, etc.-that we could give clean formalizations of these notions.

Towards constructing encryption systems with short keys, we defined one-way functions, pseudorandom functions (PRF), pseudorandom permutations (PRP), and pseudorandom generators (PRG). There are a number of deep open questions even about these simple objects. Let me mention just a few, in decreasing order of depth.

## Do one-way functions exist?

Most of us believe one-way functions exist, even if we have no idea how to prove it. Recall that

$$
(P=N P) \Rightarrow \nexists O W F \quad \text { therefore } \quad \exists O W F \Rightarrow(P \neq N P)
$$

Even $\mathrm{P} \neq \mathrm{NP}$ is not enough. Proving that one-way functions exist requires proving something stronger than $P \neq N P$. More specifically, $\mathrm{P} \neq$ NP only implies that there exist hard instances of certain computational problems (e.g., 3 SAT). But to construct a one-way function, we need to come up with a computational problem that is hard on most inputs (i.e., "hard on average") and for which we can efficiently sample an instance along with its "solution."

More concretely, think of any one-way function $f:\{0,1\}^{n} \rightarrow$ $\{0,1\}^{m}$ that takes as input $n$ random bits and outputs an $m$-bit string. The task is: given $f(x)$ recover an $x^{\prime}$ such that $f\left(x^{\prime}\right)=f(x)$. It could be that all functions $f$ are easy to invert as one-way functions. More formally, for all choices of the security parameter $n$ and for all functions $f$ it could be that there is a p.p.t. algorithm $\mathcal{A}$ such that:

$$
\operatorname{Pr}\left[f\left(x^{\prime}\right)=f(x): \begin{array}{c}
x e^{\mathrm{R}}\{0,1\}^{n} \\
x^{\prime} \stackrel{\mathrm{R}}{ }_{\mathrm{R}}^{\leftarrow} \mathcal{A}(f(x))
\end{array}\right]>1 / \operatorname{poly}(n) .
$$

However, it could be that for many functions $f$ there is no adversary $\mathcal{A}$ that inverts a random point in the image of $f$. That is, there exist


#### Abstract

One surprise is that it is possible to construct information-theoretically secure one-time MACs with short keys. This construction, due to Wegman and Carter [7], inspired the "Galois MAC" that AES-GCM uses. Early cryptographers never (as far as I know) based the security of their cryptosystems on explicit computational assumptions. Of course, the vast majority of cryptosystems-the one-time pad being the exception-were implicitly based on hard computational problems. In Shannon's era, we essentially classified computational problem as "computable" (e.g., factoring) or "not computable" (e.g., the Halting problem). It makes sense, then, that Shannon's notion of security for a cryptosystem required security in the face of an adversary who could compute any computable function.


Russell Impagliazzo [5] has a really nice paper on these relationships.

Think of the pair $(x, f(x))$, for a oneway function $f$, as a solution-problem pair.
functions $f$ such that for all choices of the security parameter $n$ there does not exist a p.p.t. algorithm $\mathcal{A}$ where

$$
\operatorname{Pr}\left[f\left(x^{\prime}\right)=y: \begin{array}{l}
y \leftarrow^{R}\{0,1\}^{m} \\
x^{\prime} \leftarrow^{R} \mathcal{A}(y)
\end{array}\right]>\frac{1}{2} .
$$

This would be very sad: We still would not have one-way functions but our favorite computational problems (e.g., 3SAT) could still be hard.

Outlook. Since I do not expect to see a resolution to the P-versus-NP problem any time soon, I really have no hope of seeing a proof that one-way functions exist unconditionally. The strange thing, of course, is that it seems very easy to construct one-way functions: If you cook up any crazy function on $n$ bits, for $n$ large enough, there is a good chance that it will be hard to invert on random inputs. (But if you have learned anything in this course, I hope that you have learned to not try to cook up your own one-way functions.)

Scott Aaronson has a really nice paper on the $P$ versus NP problem that I would recommend if you are interested in this question. The paper is at: https://www.scottaaronson.com/papers/indep.pdf.

## Can we build key exchange from one-way functions?

Another one of the famous open problems in cryptography, that also seems very difficult to solve, is to construct a key-exchange protocol from any one-way function. That is, if I give you a circuit implementing an arbitrary one-way function can you use that circuit to construct a key-exchange protocol that is secure if the underlying one-way function is?

As we have seen in this course, we know how to construct keyexchange protocols from the hardness of the Computational DiffieHellman problem, RSA, factoring, LWE, and many other assumptions. But can we construct a key-exchange protocol whose security is based only on the hardness of inverting a one-way hash function?

Lest you think that this is a totally absurd idea, let me present Ralph Merkle's key-exchange protocol based on hash functions. The catch is that Merkle's protocol runs in time $O(n)$ for the honest parties and the best attack runs in time $O\left(n^{2}\right)$, on security parameter $n$.

Setup. Alice and Bob share a public hash function $H:\left[n^{2}\right] \rightarrow \mathcal{Y}$ which we model as a random oracle, and where $\mathcal{Y}$ is some set of exponentially large size.

As I mentioned at the start of the course, Ralph Merkle was an undergrad when he defined the notion of public key exchange and constructed this protocol.

In contrast, the best attack on standard Diffie-Hellman key exchange in ellipticcurve groups runs in exponential time, roughly $2^{n / 2}$.

We use the convenient notation $[x]=$ $\{1, \ldots, x\}$.

## Merkle's Key-Exchange Protocol.

1. Alice picks $n$ numbers $a_{1}, \ldots, a_{n} \leftarrow^{\mathrm{R}}\left[n^{2}\right]$.

She sends $H\left(a_{1}\right), \ldots, H\left(a_{n}\right)$ to Bob.
2. Bob picks $n$ numbers $b_{1}, \ldots, b_{n} \leftarrow^{R}\left[n^{2}\right]$.

He sends $H\left(b_{1}\right), \ldots, H\left(b_{n}\right)$ to Alice.
3. Alice and Bob find the least $i, j \in[n]$ such that

$$
H\left(a_{i}\right)=H\left(b_{j}\right)
$$

(If no such pair exists, restart the protocol.) They use $k=a_{i}=b_{j}$ as their shared secret.

Correctness. By the Birthday Paradox, Alice and Bob will agree on a shared secret with good probability: they are each sampling $n$ numbers from $\left\{1, \ldots, n^{2}\right\}$.

Security. We will not make the argument formal, but we can indeed prove security if we model the hash function $H$ as a random oracle. In particular, any attacker that makes $o\left(n^{2}\right)$ queries to the hash function $H$ has a negligible chance of recovering Alice and Bob's shared secret.

It is not possible to build a better-than-Merkle key-exchange protocol from just a random oracle [1]. But it could be possible to build a key-exchange protocol that makes "non-black-box" use of a one-way function. That is, the construction would have to do more than just invoke the one-way function as an oracle. A non-black-box construction might, for example, somehow exploit the internals of the circuit computing the one-way function. Such a construction would have to be clever in new ways, but could potentially give us a radically different type of post-quantum-secure key exchange.

## Identification protocols and signature schemes

In the second part of the course, we covered authentication schemes and digital signatures. Let me mention a few interesting open research directions here.

## Is there a human-computable many-time-secure authentication protocol?

Say that you get stuck in the dessert in some faraway country hundreds of miles away from the nearest ATM. (This actually happened to me one time.) You call your parents and ask them to wire you \$100 via Western Union-which to my surprise works even in places without ATMs. But since your parents are cryptographers, they they want to authenticate you first.

Actually, they would hash $k$ with an independent hash function and use the result as their shared secret.

In particular, you share a secret key $k$ with your parents. They will read you a challenge message over the phone and you have to respond, using only a paper and pencil. We want many-time security against eavesdropping attacks: even if an attacker listens to many interactions between you and your parents, the attacker shouldn't be able to impersonate you.

The question, which I suspect Manuel Blum first posed, is whether it is possible to construct an authentication scheme that a human can implement with paper and pencil. What I like about this question is that it first requires you to understand what humans can and cannot compute. Just as we cannot talk about one-way functions without having good models of machine computation, we cannot hope to talk about human-computable one-way functions without having a good model of human computation.

Nick Hopper and Manuel Blum [4] came up with a very simple protocol that is plausibly human computable, and is based on the (very solid) learning-parities-with-noise assumption (LPN).

Hopper-Blum authentication protocol. The two parties' shared secret is a vector $k \in \mathbb{Z}_{2}^{n}$. Think of $n \approx 4096$ or so.

- Challenge. The challenge is a random vector $r \leftarrow^{R} \mathbb{Z}_{2}^{n}$.
- Response. The response is the value

$$
a \leftarrow\langle k, r\rangle+\epsilon \quad \in \mathbb{Z}_{2}
$$

where $\langle k, r\rangle=\sum_{i=1}^{n} k_{i} \cdot r_{i} \in \mathbb{Z}_{2}$, and $\epsilon \in\{0,1\}$ is a biased coin that is 1 with probability $1 / 10$.

- Accept/reject. The verifier accepts if $a=\langle k, r\rangle \in \mathbb{Z}_{2}$.

If the verifier runs the protocol 1000 times and accepts if and only if the prover (person authenticating) gives the correct answer at least $80 \%$ of the time, then the verifier can be pretty sure that they are talking to the right person.

Is this protocol really human computable? What would a better protocol look like? And what does it mean for a function to be "human computable" or not?

## Short signatures

A very simple open problem is: Are there digital signature schemes (under plausible assumptions) in which the signatures are $\lambda$ bits long and the best forgery attack runs in time very close to $2^{\lambda}$ ? We have signatures from pairings/bilinear maps that have bitlength roughly $2 \lambda$ that achieve $\lambda$-bit security, but getting even shorter signatures

If you had a PRF $F$, it would be easy to construct such an authentication protocol: your parents send a nonce $r$, you reply with $a \leftarrow F(k, r)$, and your parents check that $a=F(k, r)$. So an equivalent question is whether it is possible to construct a PRF (or even a weak variant of a PRF) that a human can compute.

The LPN assumption is essentially a "scaled down" version of the LWE assumption with modulus $q=2$. The LPN assumption is equivalent to stating that it is computationally infeasible to decode random linear codes over $\mathbb{F}_{2}$. This is a problem that has been studied since at least 1968 [2].
would be very useful. ECDSA signatures are closer to $3 \lambda$ bits long, or roughly 384 bits when we are aiming for 128 -bit security.

## Cryptanalysis

Classical: Better algorithms for factoring Jim and Ron's talks touched on one of the simplest open questions cryptography: How hard is factoring? Is there a polynomial-time algorithm for it? The best algorithms today for factoring an $n$-bit number run in time roughly $2^{O}(\sqrt[3]{n})$, which is much much better than $2^{n}$, but is much worse than $n^{100}$, since the exponent grows without bound. It seems unlikely that $2 \tilde{0}(\sqrt[3]{n})$ is the correct running time for the best factoring algorithm in any just world, but the tricks we know cannot do better than that.

To get a rough sense of where this running time comes from: The fastest class of factoring algorithms requires finding many numbers that factor into small primes. The funny subexponential running time comes from the probability that numbers of a certain size have only "small-enough" prime factors.

Quantum: Faster factoring algorithms To understand this open problem, we need a tiny bit of background on quantum computation. We typically model the state of a quantum computer as a "register" that holds $n$ qubits. (Don't worry about what a qubit is.) To run a quantum computation, we apply two- or three-input quantum "gates" (gates as in a circuit) to subsets of the qubits in the registers. The gates modify the state of the register contents. At the end of the computation, the output is in some subset of the qubits in the register.

There are two especially important complexity measures then for a quantum computation:

1. Circuit size. How many quantum gates must you apply to the register before getting the output of the computation?
2. Register size. How large of a register, in qubits, do you need to run the computation?

Large quantum computers seem extremely hard to build: speaking optimistically, the best computers today can (maaaaaybe) run certain computations with hundreds of gates on tens of qubits. So minimizing the size of a quantum computer required to factor is a neat and well-motivated open question.

Here is what we know about quantum factoring, from the timeline of Ragavan and Vaikuntanathan [6]:

- Shor's algorithm uses a quantum circuit of $\operatorname{size} O\left(n^{2} \log n\right)$ and requires a register of $O(n \log n)$ qubits.

The $\widetilde{O}(\cdot)$ notation hides $\log$ factors in its argument. That is $\widetilde{O}(f(x))$ means $O(f(x) \cdot$ polylog $f(x))$.

- Regev recently gave a circuit of size $O\left(n^{3 / 2} \log n\right)$ using $O\left(n^{3 / 2}\right)$ qubits.
- The most recent work [6] gives a circuit of size $O\left(n^{3 / 2} \log n\right)$ using $O(n \log n)$ qubits.
Is it possible to construct a quantum factoring circuit of near-linear size using a near-linear number of qubits?

Quantum: Better algorithms for lattice problems A paper this year [3] proposed a quantum polynomial-time algorithm for the LWE problem, which we have covered in detail in this course. The paper-and how long it took to refute it-underscores how little we know about quantum cryptanalysis. My sense is that precious few people (not counting people in intelligence agencies) spend any time considering the quantum hardness of these lattice problems.

Chen's LWE algorithm turned out to be flawed, but there is still a very real possibility that someone will come up with a fast quantum algorithm for the problem. The best known algorithms run in exponential time. Is there a subexponential-time quantum algorithm?

## Fully Homomorphic Encryption

Fully homomorphic encryption is an extremely useful and important cryptographic primitive. In class a construction of an FHE scheme that is secure under the Learning with Errors (LWE) assumption. Until this day, this is the only assumption under which we know how to construct an FHE scheme. An important question in this regime is to construct a scheme under a different hardness assumption.

In practice, it is extremely important to improve the efficiency of FHE schemes. If you recall the construction presented in class, it may not seem too inefficient, since addition is simply done by adding the ciphertexts and multiplying "almost" done by multiplying the ciphertexts.

So at first it may seem quite efficient! However, there are two things that make this construction inefficient. First, recall that every operation incurs an error growth. As a result there is a bootstrapping technique to reduce the error. This bootstrapping is inefficient. Second, it relies on the circuit model of computation, which is often grossly inefficient. For example, in Google search if we want to encrypt the query we send to Google and have Google send us the relevant website encrypted, then now Google needs to do a huge computation involving all possible web-pages! Henry (with co-authors) has a recent beautiful result showing how to overcome this inefficiency!

Recall that each ciphertext is a matrix in $\mathbb{Z}_{q}^{\ell \times(n+1)}$, where $\operatorname{Enc}(b)=B+b G$ where $G \in \mathbb{Z}_{q}^{\ell \times(n+1)}$ is a gadget matrix and $B \in \mathbb{Z}_{q}^{\ell \times(n+1)}$ is matrix whose first $n$ columns are random $A \in \mathbb{Z}_{q}^{\ell \times n}$ and its last column is $A s+e$, where $s \in \mathbb{Z}_{q}^{n}$ is the secret key. To do homomorphic addition (over $\mathbb{Z}_{q}$ ) we simply add the matrices. To do homomorphic multiplication of ciphertexts $C_{1}$ and $C_{2}$ we cannot simply multiply these matrices since the dimensions do not align. Instead we multiply $h\left(C_{1}\right) \cdot C_{2}$ where $h$ is the bit decomposition function which makes $h\left(C_{1}\right)$ have width $\ell$.

## Proof systems

Succinct proof systems have been gaining popularity over the last two decades especially with increasing large scale computations. There are many important problems in this setting. First, we know how to generate succinct non-interactive arguments (SNARGs) for the correctness of a computation.

In class we saw the GKR succinct interactive protocol for bounded depth computations, and as we mentioned we can apply the FiatShamir protocol to it, and guarantee soundness under LWE (if we use a suitable Fiat-Shamir Hash functions). There are other ways of constructing such SNARGs for computations of unbounded depth.

We also talked about SNARGs for NP, which is a way of taking any mathematical proof and shrinking it using cryptography. We have seen a construction that are sound in the Random Oracle Model. However, we still do not know of a construction from standard assumptions. This is a major open problem in cryptography.

Another philosophical question that I am fascinated by is the question of the efficiency of interactive proofs. We know that IP=PSPACE but in this IP the prover runs in time poly $\left(2^{S}\right)$ where $S$ is the space of the underlying computation. Is this inherent? Can we improve the prover's overhead to be polynomial (as in GKR), and obtain a doubly-efficient version of the IP=PSPACE theorem?

## Quantum Cryptography

We didn't talk much about quantum cryptography in this class. We did talk about post-quantum cryptography where all the honest parties are honest but where we want security even if the adversary has quantum power. Quantum cryptography is where the honest parties have quantum power too. There are countless important open questions in this regime. I would partition them into two buckets:

1. Quantum-mania: All parties have quantum power and they exchange quantum bits.
2. Mini-quant: An few parties have quantum power (these parties can be thought of as IBM, Microsoft, etc.), but most computers are classical.

For the land of quantum-mania, one of the most fundamental question is what are the minimal assumptions needed to do cryptography in this world? For example, we know that key-exchange can be done information theoretically. In the classical model of computation, it is known that the existence of a one-way function is the minimal assumption needed for essentially any cryptographic application that

There was a class this term (6.S895), devoted entirely to quantum cryptography.
cannot be realized information theoretically. In the quantum setting, however, one-way functions appear not to be essential, and the question of whether such a minimal primitive exists remains open. This is an active area of research.

For the land of mini-quant, there are many fundamental questions. For one, do we have SNARGs for quantum computations? Or even simpler: Can a quantum computer prove to a classical computer that a quantum computation was done correctly (non-succinctly)? Urmila was the first to give a positive answer to this question, by constructing an interactive argument for all quantum computations under the LWE assumption. Recently, her protocol was converted to a succinct one. We mention that without succinctness it is not clear that we need to rely on any assumption. This gives rise to the following fundamental question: Is there an interactive proof for BQP or QMA where the verifier is classical and the prover runs in quantum polynomial time?

## What next?

- Attend seminars. We have a weekly Cryptography and Information Security seminar, a weekly security seminar, and the quarterly Charles River Crypto Day. All are free to attend and open to the public. Most of these events appear on the CSAIL calendar.
- Take classes. Related classes at MIT are 6.858 (Spring) and 6.875 (Fall). Yael is teaching a class on proof systems in the fall as well-course number TBD. There are many classes at Harvard relating to privacy, law, cryptography, etc. You can cross-register for these for free!
- Get involved in research. For undergraduates: UROPs are a great way to get started, if you haven't tried them already. If you have done a great project in this class, you can share it with your prospective research advisor. The Cryptography ePrint Archive is a place to get the latest research papers in cryptography (for free!).


## Closing notes

Feel free to email me or Yael any time if you have questions about cryptography or anything else. We do not always have capacity to take on UROP / MEng projects, but we're always happy to brainstorm about research ideas and chat about whatever else is on your mind.

Have a great summer!
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